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Chapter 5: Optimum Receiver for Binary Data Transmission

Block Diagram of Binary Communication Systems

m(t) {bk}‘ Modulator b, =0« Si(tl

—»{ Source Coding | (Transmitter) o 1. sz(tV) Channel

-4——— Reconstruction |« Demody lator
m(t) { Bk} (Receiver)

wit
@ Bits in two different time slots are statistically inde('p)endent.
@ a priori probabilities: P[by, = 0] = P;, Plby = 1] = P».
o Signals s1(t) and sa(t) have a duration of T} seconds and
finite energies: By = fOT" s2(t)dt, By = foTb s3(t)dt.
o Noise w(t) is stationary Gaussian, zero-mean white noise with
two-sided power spectral density of Ny/2 (watts/Hz):

E{w(t)} =0, B{wt)w(t+71)} = %5(7).
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—{ Source Coding

Modulator
(Transmitter)

b, =0« s(t)
> Channel

b =1 s(t)

-4—— Reconstruction

Demodulator
(Receiver)

w(t)

o Received signal over [(k — 1)T}, kT3]

I‘(t) = Si(t — (k — 1)Tb) + W(t), (/{? — l)Tb <t <EkTp.

@ Objective is to design a receiver (or demodulator) such that
the probability of making an error is minimized.

@ Shall reduce the problem from the observation of a time
waveform to that of observing a set of numbers (which are
random variables).
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Geometric Representation of Signals s1(¢) and sa(t) (1)

Wish to represent two arbitrary signals s1(t) and s2(t) as linear
combinations of two orthonormal basis functions ¢1(t) and ¢2(t).

@ ¢1(t) and ¢2(t) are orthonormal if:

Ty
¢1(t)p2(t)dt = 0 (orthogonality),
Ty

Ty
Pr(t)dt = $3(t)dt = 1 (normalized to have unit energy).
0 0

@ The representations are

s1(t) = s1101(t) + s12¢2(1),
s9(t) = s2101(t) + s22¢2(t).

Ty
where s — / sy (Odt, i e 1,2},
0
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Geometric Representation of Signals s1(¢) and so(t) (I1)

@(1)

51(t) = s1101(t) + s12¢2(t),
s 52(t) = s52101(t) + s2202(t),

Ty
5ij =/0 si(t)gi(t)dt, 4,5 € {1,2},

S

Sx s, (1)

@t

0 Su Sa
° 4 sz( )¢;(t)dt is the projection of s;(t) onto ¢;(t).

@ How to choose orthonormal functions ¢1(t) and ¢2(t) to
represent s1(t) and sa(t) exactly?
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Gram-Schmidt Procedure

Q Let () =2

Q Project s,(t)

coefficient:

- To 59 (t) o 1 Ty s s
p—é\mﬁwW—¢EEA L(D)s2(0)dt.

© Subtract pe(t) from sy(t) to obtain ¢y (t) = 82—\/% — po1(t).
© Finally, normalize ¢,(t) to obtain:

o) s
VI o] ae V1=

L [s2)  psilt)
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Gram-Schmidt Procedure: Summary
3(t)
_—
¢1(t) = i}.(E_tf’
bolt) — 1 [32(75) 3 psl(t)}
@ L S,(t) Vi—p2 IWE:  VE( ]’
Ty
Sy | SZ(t S91 = /0 s2(t)p1(t)dt = py/ Es,
E i
Ve, 5 U 0 S22 = (\/ 1 - P2) VEs,
a |
0 : pq% Q(t) Ty
JE s. s d = ) [V —sopar
-1l<p=cos@ )< ! = E1—2p\/E1Es + Es.
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Gram-Schmidt Procedure for M Waveforms {s;(t)}M,

o) = ——x
[ s3(t)dt
¢i(t) = (1) , i=23,...,N,

] i—1
o = 2S00,

0
(T
Pij = / i(ﬁj(lf)dt, j = 1,2,. .. ,i —1.

If the waveforms {s;(t)}}, form a linearly independent set, then
N = M. Otherwise N < M.
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Example 1
s,(t) s,(t)
v
Tb
0 T ! 0 !
(a) -V
a)
N
S(t) s,(H)
t—eo———— o g
0 T
b _JE 0 \/E

®) ©
(a) Signal set. (b) Orthonormal function. (c) Signal space representation.
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Example 2

s,(t) S, (t)
v v
T
0 i ! 0 T, !
-V
@)
a(t) ®(t)
Yy, N
Tb
0 ! 0 T !
=
()
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Example 3
10) S, (t)
Y %
0 T, ! 0
-V
@(t.a)
a—L
L T2
JE VE) =0 P
T2 2 Hf 77777777777777 \ increasingr, p
T, \E
a=0 Sy
\ s(t) )
(-vEo) ° (VE)
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Example 4

si(t)

a
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S(t)
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a1

T,/2 T,
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000000000 @O«

@(t)
s, (t)
(V3E/2,VE/2)
s,(t)
d a)
° (veo)
1 [T 9 b/2 23 V3
P E ; Sg(t)Sl(t)dt = E/O (Tth> Vdt ,

N

doy = l /0 P ealt) sl(t)]th] - J(2-v3)E
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Example 5

VE, /= cos(27rfc ),

6=3n/2 s1(t)

so(t) = VE = cos(27rfct +0).
where f. = Kk an integer
¢ 21y ’
st "
a
7 e
f=n
p=-1 JE locus ofs, ¢) a®?
varies from 0 to r
S(t)
\ 6=n/2
p=0
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Representation of Noise with Walsh Functions

‘Ps(‘)o —I ,7
¢4(t)0 —‘ —‘

) I I T T I I N T ]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Exact representation of noise with 4 Walsh functions is not possible.
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The First 16 Walsh Functions

I
I
L 1
L 1

I
S
[ 1
L1 [ 1 [
[ I [ I
L1 [ ] [ 1 [
[ I [ I [ I
L1 [ | [ I [ I [
L1 I [ [
L1 I [ 1 [ 1] [
L1 I T N L 1

Exact representations might be possible with many more Walsh functions.
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The First 16 Sine and Cosine Functions

Can also use sine and cosine functions (Fourier representation).

R R N N i i N i, i N
1'EO 0.25 0.5 0.75 1
t
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Representation of the Noise |

o To represent the random noise signal, w(t), in the time
interval [(k — 1)T}, kT3], need to use a complete orthonormal
set of known deterministic functions:

o9 T,
W) = S wibi(t), where wi = /0 w(t)i(t)dt.

o The coefficients w;'s are random variables and understanding
their statistical properties is imperative in developing the
optimum receiver.
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Representation of the Noise Il

@ When w(t) is zero-mean and white, then:
O B{wi} = E{[;" w)o:()dt} = [} B{w(t)}éx(t)dt = 0.
@ Biwaw;} = E{ ;" dwNoi(M) J" drw(r)e;(7)} =
N . .
N,oi=j
0, i#j
{w1,ws,...} are zero-mean and uncorrelated random variables.

o If w(t) is not only zero-mean and white, but also Gaussian =
{w1,wa,...} are Gaussian and statistically independent!!!

@ The above properties do not depend on how the set
{¢i(t),i=1,2,...} is chosen.

@ Shall choose as the first two functions the functions ¢4 () and ¢2(t)
used to represent the two signals s1(¢) and s2(t) exactly. The
remaining functions, i.e., ¢3(t), ¢4(t), ..., are simply chosen to
complete the set.
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Optimum Receiver |

Without any loss of generality, concentrate on the first bit interval.
The received signal is

r(t) = si(t)+w(t), 0<t<T,
s1(t) +w(t), ifa “0" is transmitted
so(t) +wi(t), ifa "1" is transmitted

[5i101(t) + si202(t)]
Si(t)
+ [W1g1(t) + Waga(t) + wads(t) + wada(t) + - -]
w(t)
(si1 +wW1)@1(t) + (siz + wa)d2(t) + Wads(t) + wada(t) + -
= r1191(t) +raga(t) +r3ps(t) +raga(t) + -
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Optimum Receiver Il

Ty
where r; =/ r(t)¢;(t)dt, and
0

ry = 81 +wWi
ros = Sj2+ Wy
rs = Wwg
ry = Wy

o Note that r;, for j = 3,4,5,..., does not depend on which
signal (s1(t) or so(t)) was transmitted.

@ The decision can now be based on the observations
T1,72,73,T4,....

@ The criterion is to minimize the bit error probability.
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Optimum Receiver Il

o Consider only the first n terms (n can be very very large),
7={r1,r2,...,m} = Need to partition the n-dimensional
observation space into decision regions.

Decide a "1" was transmitts e Observatiaspace]

if T falls in this region.
Decide a "0" was transmitt

if T falls in this region.
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Optimum Receiver IV

Plerror] = P[(“0” decided and “1” transmitted) or
(“1” decided and “0” transmitted)].
= P[0p, 17|+ P[1p,07]
= P[0p[1r]P[1r] + P[1p|07]P[07]

= B [ ol B / For)a

- nf SR [ gonar

= » [ et [ (o) - Pt
= Pt [ [Pf(7I0r) - Pof (711 07

Ra
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Optimum Receiver V

@ The minimum error probability decision rule is

{ Plf(ﬂOT) —ng(ﬂlT) >0 = decide “0" (OD)
Pif(70r) — Pof(7ll7) <0 = decide “1" (1p)

o Equivalently,
J(1r) lzD Py (1)
F@or) = P

@ The expression ;Egl(l);i is called the likelihood ratio.
@ The decision rule in (1) was derived without specifying any

statistical properties of the noise process w(t).
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Optimum Receiver VI

o Simplified decision rule when the noise w(t) is zero-mean,

white and Gaussian:
1p P
(ri—s1)?+ (ra —s12)> = (r1—s21)? + (r2 — 522)% + Noln (E) :

Op

o For the special case of P, = P, (signals are equally likely):

=

D
(r1 = s11)? + (r2 — s12)? E (r1 — 521) + (12 — s22)°.

=
>

= minimum-distance receiver!
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Minimum-Distance Receiver

1p
(r1 — s11)* + (r2 — s12)? E (r1 — s21)% + (r2 — s22)*.
Op
n o)
S, (t)
9 (s

r%

r,r,

(a5 a(t)

0
Chooses,(t)
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Correlation Receiver Implementation

Tr(.)d: _OM Compute
0

(r1 - 31)2 + (rz -5 2)2
=N, In(R) Decision
i »

r(t) =s(t) +w(t)
t=T, fori=1, 2

T, << r and choose
_[(')d —° the smallest
0

(1)
t=T,

Ty ; : n ()

I(-)d —o Form - -

)

" the T Choose | pecision
: dot N, E the ’
a) - t=T, produc{ 2 "7 | largest

b

fot [$ N 73 |

° T

70 Moinry-5
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Receiver Implementation using Matched Filters

» h (1) =@(T,-t) 0?R [y

r(t) Decisi Decision
€C1s10n ey

Circuit
U
»h, (1) =@ (T, ~t)—o -
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Example 5.6 |

s, (t) s, (t)
15
05

) 05 1 )
0 05 1 0

@
at) ()
1 1

05 1
0 1 ! 0 !
-1
(b)
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Example 5.6 Il

()
S (t)
1
(1)
05
f | t
-1 05 0 05 1 2

61(0) + 562(0)
—¢1(t) + ¢2(t).
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Example 5.6 |l

(@)

A First Course in Digital Communications 31/58

el ,n [ZI0IRA
s,(t) S(1)
s ®
| o5 _
) ) ) . a0 ) ) a4l
-1 -05 f 0 05 1 h 1 -05 0 n
210N
s,(t)
©)
Chooses,(t)
s
05
) ) (0]
-1 f —05 0 05 1.

(@) PL =P, = 0.5, (b) P, =0.25, P, = 0.75. (c) P, = 0.75, P, =0.25.
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Example 5.7 |

at) o)
V3
1
1
o 1 ! 0 1 !
V2
-1
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Example 5.7 I

e 1
1 0]
Chooses, (t)
No, [ R
—On| -+
4 (Pz] a)
0 1 N
Chooses, (t)
-1 s(t)
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Example 5.7 |l

r,2T = chooses, {(

Ty
r(t r
© I(‘)C[ —OM Comparator ~ |———
o r,<T= chooses {(
20 =Ny (R
4R
3
0 T ! @
h,(®) (=1,
- J3 . r,2T = chooses, {(
e —o0 —2—»| Comparator [——p
r,<T= chooses t(
5 el T
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Implementation with One Correlator/Matched Filter

Always possible by a judicious choice of the orthonormal basis.

()
S(1) R
. T @)
@(t) .
S;1=S,
e @ 5(1)
Sy, 9 g
I a®
5, "

(b)
(GO ) _[ ot sms ][00
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Chapter 5: Optlmum Receiver for

@)
s,(t) R
R @)
@) T
S =Sy
o » 50
Sp» P
6.
a0
5, ¢
()
flirtofs, o |r)  f(o1 ) f(So0 + o) f(ibs) ... £ Py
f(r1, P, 7, [07) — f(S1+ 1) f(S12 + o) fws) ... = P2

1p ~ ~
s > S22+ 8192 No/2 <P1> —
T2 O< 2 + (§22 — §12 ln P2 = T.
D
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I'(t) T, F FZ > T = JEJ
_[(')d —o 2 Comparator |——
0 ? FZ <T = Q)
a(t) ( Threshold T
a
T L =T
40) - ‘, 22T =%
—» h(t) =¢(T,-t) ——o0 Comparator ——
? b <T = Q
®) Threshold T
by - 20 gttt (TR, (1),
(By — 2pv/E By 4+ Ey)?’ 2 S92 — 512 P,
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Example 5.8 |

0]

A S 10
»(t)
JE $,=8,

o=nia 3O

' 0

$(t) = [¢1()+¢2(t)]»
[=¢1(8) + ¢2(2)].

&
=
[
§| =Sl
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Example 5.8 Il

leJele] ] ]

T a r, =2 T = :la
r(t) B r,
I(‘)di —-o0 Comparator |——»
0 b <T = Q
a(t) Threshold T
2
Th
of w2 ! @
o t=T,
rt) 2 7, nzT=1
e A —o Comparator ——
, B<T =
0 T,/2 ?
Threshold T
®
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Receiver Performance

kT,
To detect by, compare o = / ’ r(t)o(t)dt to the threshold
(k=1)T}
T — 812;822 + 2(§2év_0§12) ln (%) .
Decision boundary
!
t&)o,) (f)

5 5

choose0O; O | = choosel,

T
PJ(0 transmitted and 1 decided) or (1 transmitted and 0 decided)]
= P[(OT, lD) or (].T,OD)].

Plerror]

A First Course in Digital Communications
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00O0®000000000000C

~ 2

§12 SZZ
Area A Area B

choose0; O | = choosel;

T

Plerror] = P07, 1p] + P[l7,0p] = P[1p|07]P[07] + P[0p|17]P[17]

Py /oo f(f2|0T)df2 +P2/ f(f2|1T)df2
T

— 00

Area B Area A
T — 510 T — 322
= P +P |1 .
e (J—Noﬂ) e (J—Nom)]
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(@-function

= — —— | dA.
A Q(x) 5= | o3

Area=Q(x)
10 T T T T T

A First Course in Digital Communications



Chapter 5: Optimum Receiver for Binary Data Transmission
[e]ele] Tolelelelelolole}

Performance when P, = P,

S99 — 819 distance between the signals
P = == | = )
ferror] = @ (2 NO/Q) @ ( 2 x noise RMS value

@ Probability of error decreases as either the two signals become
more dissimilar (increasing the distances between them) or the
noise power becomes less.

@ To maximize the distance between the two signals one
chooses them so that they are placed 180° from each other =
s9(t) = —s1(t), i.e., antipodal signaling.

@ The error probability does not depend on the signal shapes
but only on the distance between them.
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Relationship Between Q(x) and erfc(x).

@ The complementary error function is defined as:

%/w exp(—A?)dA
= 1—erf(x).

erfc(z)

o erfc-function and the Q-function are related by:

Q(x) = %erfc (%)
erfc(z) = 2Q(V2z).

o Let Q7 '(z) and erfc™!(x) be the inverses of Q(x) and
erfc(z), respectively. Then

Q Hx) = V2erfc 1 (2z).
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Example 5.9 |

1
t
@(t) ot
2__
1 %(t) < 0
_|2 -1 | 1
f 0 7 @) 0 t
-1
+-1
L = s -2
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Example 5.9 I

(a) Determine and sketch the two signals s1(t) and sa(t).

(b) The two signals s1(t) and sa(t) are used for the transmission of
equally likely bits 0 and 1, respectively, over an additive white
Gaussian noise (AWGN) channel. Clearly draw the decision
boundary and the decision regions of the optimum receiver. Write
the expression for the optimum decision rule.

(¢) Find and sketch the two orthonormal basis functions ¢, (t) and
Qgg(t) such that the optimum receiver can be implemented using
only the projection t2 of the received signal r(¢) onto the basis
function ¢ (t). Draw the block diagram of such a receiver that uses
a matched filter.

A First Course in Digital Communications
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Example 5.9 IlI

(d) Consider now the following argument put forth by your classmate.
She reasons that since the component of the signals along b1 (t)is
not useful at the receiver in determining which bit was transmitted,
one should not even transmit this component of the signal. Thus
she modifies the transmitted signal as follows:

ng)(t) = s51(t) — (component of s1(t) along él(t))
5(2M)(t) = so(t) — (component of so(t) along él(t))

Clearly identify the locations of s(lM)(t) and s(QM)(t) in the signal
space diagram. What is the average energy of this signal set?
Compare it to the average energy of the original set. Comment.
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Example 5.9 IV

s.(t) S,(t)

2.
1 1
t
0 0 ‘
-1 -1
-3
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Example 5.9 V

1
A0 -
0 17 @
Decision boundary ]00 2 s @)
/
1, 1 s(t) = 0;
-2 -1 1
| | & alt) —pq t
71 ”2
6=-" -
2 1
am
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Example 5.9 VII

a() a(t)

V2

12 1
0 o 1/2

h(t) =@(@-1)
t=1
r(t) N 2/\ [228300

o 1/2 1
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PSD of Digital Amplitude Modulation |

p(t)

Information bits
—>

b, 0{0,3

Mapping to
real numbers

s(t)

Amplitude
modulation

@ ¢y, is drawn from a finite set of real numbers with a
probability that is known.

o Examples: ¢, € {—1,+1} (antipodal signaling), {0,1} (on-off
keying), {—1,0,+1} (pseudoternary line coding) or
{£1,43,--- ,£(M — 1)} (M-ary amplitude-shift keying).

@ p(t) is a pulse waveform of duration Tj.

A First Course in Digital Communications
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PSD of Digital Amplitude Modulation Il

@ The transmitted signal is

(e 9]

s(t) = > cxp(t — kT).

k=—00

o To find PSD, truncate the random process to a time interval
of =T = —-NTytoT = NT:

N

sp(t) = Y cxp(t — kT).

k=—N

@ Take the Fourier transform of the truncated process:

o0

St(f) = Z ek F{p(t — kTp)} = P(f Z cpe 2T IRy,

k=—o0 k=—o00
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PSD of Digital Amplitude Modulation Il
@ Apply the basic definition of PSD:

2
o - 100

) |P(f) —jom fRT,
= 1 _ PN J2m fETy
NEHOO(QNHTb Zce

— Z R —j27rmeb'

m=—0oQ

where Re(m) = E {cgCkx_m} is the (discrete) autocorrelation
of {ci}, with Re(m) = Re(—m).
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PSD of Digital Amplitude Modulation IV

o The output PSD is the input PSD multiplied by |P(f)[?, a
transfer function.

LTI Systerr

T T e T (©) h(t) = p(t) Transmitted signad t(
0 T, 7 R I ™ s(h)=s,(NP(Nf
Sn(f) :Ti i R(m)e-jZmnfTb

b m=—c

S(f) _ |P(f)|2 i Rc(m)e_j27rmeb‘

m=—0o0
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PSD Derivation of Arbitrary Binary Modulation |

o Applicable to any binary modulation with arbitrary a priori
probabilities, but restricted to statistically independent bits.

5 ()
s® 5,(t-3T,)
o o o /\ - / o e
/ S~
_Z\Tb T, 0 T, 2T, /\[ \\ t
\_,’// \/\\_,’//\/ 3T, 4T,
= s1(t — kTp), with probability P
_ _ 1\t — b)y 1
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Decompose sp(t) into a sum of a DC and an AC component:

sr(t) = E{sr(D)} +sr(t) - E{sr(t)} = v(t) + a(t)
—_——— —

DC AC
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where S1(f) and S2(f) are the FTs of s1(t) and sa(t).
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To calculate Sq(f), apply the basic definition of PSD:

E{|Gr(f)*} P1P2

Sq(f)ZJJi_I’I;O# = |Sl( ) — Sa( ).
Finally,
Serlf) = SIS = Sa)F +
2
>~ | PS5 <le) + P25, <Tﬂb) n
n:z—oo Ty ’ (f B Tb) ‘

A First Course in Digital Communications 58/58



	Chapter 5: Optimum Receiver for Binary Data Transmission
	Geometric Representation of Signals s1(t) and s2(t)
	Representation of the Noise
	Optimum Receiver
	Receiver Implementation
	Implementation with One Correlator/Matched Filter)
	Receiver Performance
	Power Spectral Density of Digital Amplitude Modulation
	A PSD Derivation for an Arbitrary Binary Modulation


